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	 INTRODUÇÃO

A cirurgia sempre esteve na confluência entre ciên-

cia, tecnologia e habilidades humanas. Nas últimas 

décadas, o campo se expandiu muito além da sala de 

cirurgia: medicina perioperatória, tratamento multi-

modal do câncer, plataformas robóticas e transplantes 

complexos agora fazem parte da realidade cotidiana1. 

Esse rápido progresso traz benefícios inegáveis, mas 

também gera um paradoxo: espera-se que os cirurgi-

ões dominem um conjunto cada vez maior de conheci-

mentos, ao mesmo tempo em que ofereçam cuidados 

seguros e oportunos em situações mais desafiadoras2. 

O resultado é uma lacuna cada vez maior entre o ritmo 

da inovação e a capacidade dos indivíduos e dos siste-

mas de saúde de absorvê-la. Ao mesmo tempo, a for-

ça de trabalho cirúrgica enfrenta demandas crescentes 

— desde treinar novas gerações em técnicas avançadas 

até lidar com as implicações éticas e econômicas das 

novas tecnologias3. Nesse cenário, o desafio não é mais 

o acesso à informação, mas a capacidade de transfor-

mar quantidades enormes de dados em decisões clini-

camente significativas. A inteligência artificial, e parti-

cularmente os grandes modelos de linguagem (LLMs), 

surgiram como ferramentas disruptivas com o potencial 

de remodelar a forma como os cirurgiões aprendem, 

ensinam e praticam4.

O processamento de linguagem natural (NLP) 

tem sido explorado há muito tempo na medicina, desde 

a extração de informações estruturadas de registros ele-

trônicos de saúde até o apoio à documentação clínica 

e à mineração de literatura5,6. Essas aplicações anterio-

res, embora valiosas, limitavam-se a tarefas restritas e 

predefinidas. O recente surgimento de grandes LLMs 

representa um salto qualitativo neste campo, passando 

de sistemas baseados em regras para modelos versáteis, 

capazes de compreender o contexto, gerar narrativas 

coerentes e participar em diálogos interativos7,8. Para 

o campo da cirurgia, essa evolução não é meramente 

incremental: os LLMs abrem a possibilidade de transfor-

mar a forma como os cirurgiões aprendem procedimen-

tos complexos, ensinam as futuras gerações e integram 

evidências na prática diária9.

As raízes dos LLMs remontam aos avanços no 

aprendizado de máquina, particularmente no apren-

dizado profundo e nas arquiteturas transformadoras 

introduzidas em 2017, que permitiram o manuseio de 

longas sequências de texto com eficiência sem prece-

dentes8. Ao contrário dos sistemas tradicionais de NLP 

estatísticos ou baseados em regras, os LLMs são pré-

-treinados em vastos conjuntos de textos heterogêneos 

e, em seguida, adaptados para tarefas específicas do 

domínio de aplicação, permitindo-lhes generalizar em 

diferentes contextos7. Os modelos de última geração 

- como o GPT-410 e variantes ajustadas por instruções 

como o Flan-PaLM11 - codificam não apenas estruturas 

linguísticas, mas também conhecimento factual e pro-

cessual. Sua versatilidade reside na capacidade de pro-

cessar dados não estruturados, gerar resumos, traduzir 

idiomas e simular padrões de raciocínio12. No domínio 

clínico, esses recursos se traduzem em acesso mais ágil 

ao conhecimento, suporte educacional em tempo real 
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e comunicação aprimorada entre equipes multidiscipli-

nares9. Para os cirurgiões, as vantagens incluem a capa-

cidade de recuperar rapidamente as melhores práticas, 

redigir relatórios operatórios estruturados, apoiar a to-

mada de decisões com evidências sintetizadas e forne-

cer recursos de ensino adaptáveis que se alinham com o 

nível de especialização do aluno4.

A integração dos LLMs à medicina segue uma 

linha no tempo que reflete tanto a prontidão tecnológi-

ca quanto a adoção clínica. Os primeiros marcos na me-

dicina geral incluem o uso de NLP para codificação auto-

matizada na década de 19905, os primeiros sistemas de 

apoio à decisão clínica na década de 200013 e o sucesso 

de LLMs ajustados para instrução, como o Flan-PaLM11, 

na melhoria do desempenho em benchmarks médicos 

após sua introdução no início da década de 202014. 

Desde 2022, artigos científicos demonstraram que mo-

delos como o Flan-PaLM alcançam precisão de ponta 

em tarefas MultiMedQA, incluindo uma precisão supe-

rior a 67% em questões do tipo USMLE14. Na cirurgia, a 

adoção ficou um pouco atrás, mas está acelerando ra-

pidamente: as explorações iniciais por volta de 2021 se 

concentraram na automação de notas operatórias15; em 

2022, estudos de viabilidade demonstraram a utilidade 

dos LLMs na geração de listas de verificação periope-

ratórias16; e a partir de 2023, as primeiras plataformas 

educacionais começaram a integrar LLMs em módulos 

de simulação e treinamento cirúrgico17. Essa trajetória 

dupla ressalta uma mudança progressiva: do suporte 

administrativo na medicina geral para aplicações clinica-

mente relevantes e orientadas para procedimentos em 

cirurgia, com cada estágio exigindo validação rigorosa 

antes da integração na prática.

Os LLMs estão agora na vanguarda da IA 

médica e têm grande potencial no trabalho clínico, na 

educação e na pesquisa9. As barreiras à implementação 

imediata nesses três domínios representam oportuni-

dades para um maior desenvolvimento que podem ser 

exploradas por desenvolvedores de LLMs e equipes de 

pesquisa independentes. Atualmente, o uso de LLMs 

ainda é limitado na medicina, por sua falta de precisão, 

atualidade, coerência e transparência, bem como por 

questões éticas18,4. A tecnologia LLM pode, no entanto, 

ter um impacto substancial na forma como o trabalho 

médico é realizado, particularmente onde os riscos são 

menores, onde os dados pessoais não são necessários e 

onde o conhecimento especializado não é necessário ou 

é fornecido pelo usuário19.

Nos últimos anos, algumas novas aplicações 

potenciais de grandes modelos de linguagem foram 

propostas para o contexto da cirurgia15,17. Olhando 

para o futuro, uma das propostas mais promissoras é 

a integração de LLMs com modelos de visão-linguagem 

(VLMs). Embora os VLMs possam interpretar imagens e 

vídeos cirúrgicos, muitas vezes não têm a capacidade de 

contextualizar os seus resultados dentro dos fluxos de 

trabalho clínicos. Os LLMs podem aprimorar esses sis-

temas traduzindo padrões visuais complexos em narra-

tivas clinicamente significativas, vinculando achados in-

traoperatórios a conhecimentos baseados em evidências 

e gerando feedback para o treinamento cirúrgico. Essa 

integração multimodal poderia transformar a tomada 

de decisões e a educação perioperatórias, mas também 

amplifica a necessidade de validação rigorosa para evitar 

vieses ou padronizações simplificadas demais.

Algumas propostas de VLMs foram recente-

mente apresentadas especificamente para o contexto 

cirúrgico, incluindo protótipos como SurgicalGPT20, Sur-

gical-VQA21, Surgical-VQLA22 e Surgical-LVLM23. Estes 

sistemas combinam a extração de características visuais 

com LLMs para interpretar cenas cirúrgicas, classificar 

fases procedimentais ou responder a perguntas estru-

turadas sobre ferramentas e etapas. Embora essas abor-

dagens demonstrem a viabilidade da IA multimodal em 

contextos cirúrgicos, elas permanecem em grande par-

te experimentais. A maioria dos modelos se concentra 

em tarefas de classificação restritas, em vez de produzir 

narrativas clinicamente úteis; o treinamento é restrito a 

alguns conjuntos de dados cirúrgicos e a transparência é 

limitada, com apenas um modelo de código aberto dis-

ponível para validação independente. Em contrapartida, 

os VLMs médicos, como Med-Gemini e GPT-4 Omni, são 

de código fechado e não divulgam claramente a exten-

são dos dados cirúrgicos em seu treinamento. Esse pa-

norama ilustra tanto a promessa quanto a imaturidade 

dos VLMs na cirurgia: eles destacam a próxima fronteira 

da integração multimodal, mas também reforçam a ne-

cessidade de validação rigorosa, transparência e lideran-

ça cirúrgica antes que essas ferramentas possam entrar 

com segurança na prática clínica.
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Ainda assim, a área carece de ensaios 

rigorosos e pragmáticos que validem essas ferra-

mentas em ambientes cirúrgicos reais. Se os cirur-

giões não assumirem a liderança na construção e 

validação de aplicações baseadas em LLMs, há um 

risco concreto de que essas tecnologias sejam de-

senvolvidas sem levar em conta as complexidades 

únicas do cuidado cirúrgico. Tais sistemas podem 

introduzir vieses, promover padronizações insegu-

ras e ignorar variáveis intraoperatórias cruciais que 

não podem ser capturadas em conjuntos de dados 

baseados em texto.

Para além da sala de cirurgia, a ausência 

de liderança cirúrgica pode distorcer o uso dessas 

tecnologias na educação médica,  seja simplifican-

do em excesso etapas procedimentais ou  ofere-

cendo orientações inadequadas a residentes e, 

ainda  em última instância, comprometendo tanto 

a segurança do paciente quanto o desenvolvimen-

to do profissional.

Como a cirurgia historicamente abraçou a 

inovação — da anestesia às técnicas minimamente 

invasivas e à robótica — a comunidade cirúrgica 

agora enfrenta uma nova responsabilidade: testar 

criticamente, aprimorar e orientar a integração dos 

LLMs na prática, na educação e na pesquisa. Se 

a cirurgia pretende permanecer na vanguarda da 

inovação médica, os cirurgiões não devem apenas 

adotar os LLMs, mas também liderar sua validação 

rigorosa e integração ética na prática clínica.
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